Scaling Llama 3 Training with Efficient Parallelism Strategies

Weiwei Chut, Xinfeng Xiet, Jiecao Yut, Jie Wang+, Amar Phanishayee, Chungiang Tang, Yuchen Hao, Jianyu Huang, Mustafa Ozdal,

Jun Wang, Vedanuj Goswami, Naman Goyal, Abhishek Kadian, Andrew Gu, Chris Cai, Feng Tian, Xiaodong Wang, Min Si, Pavan

Balaji, Ching-Hsiang Chu, and Jongsoo Park

Meta Platforms, Inc.

Abstract

Llama is a widely used open-source large language model. This
paper presents the design and implementation of the parallelism
techniques used in Llama 3 pre-training. To achieve efficient train-
ing on tens of thousands of GPUs, Llama 3 employs a combination of
four-dimensional parallelism: fully sharded data parallelism, tensor
parallelism, pipeline parallelism, and context parallelism. Beyond
achieving efficiency through parallelism and model co-design, we
also address other equally critical aspects. First, we enhance flexibil-
ity—for example, through novel pipeline parallelism that supports
evolving batch sizes and heterogeneous model architectures, and
innovative context parallelism that enables model innovations such
as document-mask attention. Second, we prioritize practicality—for
example, by enabling the diagnosis of performance and numerical
issues at scale. Finally, drawing on our experience with large-scale
training, we provide recommendations for future hardware design.
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1 Introduction

Large language models (LLMs) have revolutionized natural lan-
guage processing (NLP) by exhibiting remarkable capabilities across
a wide range of tasks, including conversational agents, language
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translation, and code generation [3, 18, 28]. Expanding beyond text-
based applications, multimodal models further extend these capabil-
ities by enabling the understanding and generation of content across
diverse modalities such as audio, images, and video [2, 4, 19, 36, 40].

Llama [10, 37, 38] is a widely adopted open-source LLM, sig-
nificantly influencing both industry and research. Llama 3, re-
leased on April 18, 2024 [23], features its largest model with 405
billion parameters, pre-trained on 16,384 H100 GPUs over sev-
eral months, utilizing a total of 3.8 X 1025 FLOPs [10]. Training
at this hyperscale necessitates efficient parallelism strategies that
distribute the model and schedule computation and communica-
tion across GPUs. Consequently, Llama 3 was trained using a com-
bination of four-dimensional (4D) parallelism techniques: fully
sharded data parallelism (FSDP) [30, 31, 44], tensor parallellism
(TP) [14, 15, 33], pipeline parallellism (PP) [11, 16, 25], and context
parallellism (CP) [20].

Each of these parallelism techniques presents its own perfor-
mance trade-offs, and their combination creates a complex design
space that requires careful exploration to achieve optimal perfor-
mance. While numerous prior works have tackled this challenge
from different angles [9, 12, 25, 29, 35, 36, 45], our production expe-
rience in training Llama at hyperscale highlights the importance of
flexibility to dynamically adjust configurations and practicality for
debugging performance and numerical issues. We next elaborate
on the challenges in efficiency, flexibility, and practicality.

Efficiency: Llama 3 pre-training is a capability computing prob-
lem, where the primary objective is to minimize total pre-training
time by maximizing the utilization of 16K GPUs. This poses a unique
challenge due to the limited achievable parallelism along the data
batch dimension. Specifically, designing an efficient PP schedule is
challenging, given the small number of micro-batches available to
hide pipeline bubbles. Furthermore, reducing the pipeline stages
is not a viable alternative, as it would require increasing model
parallelism, particularly TP, where communication latency is fully
exposed, slowing down training.

Flexibility: Llama 3 pre-training consists of multiple phases,
each designed to achieve specific training objectives, such as opti-
mizing for short context, long context, or multimodal understand-
ing. These phases are configured with varying hyperparameters
(e.g., global batch size and sequence length), heterogeneous model
architectures (e.g., alternating self-attention and cross-attention
layers), and differing resource allocations (e.g., the number of GPUs
used). Furthermore, the implementation of document masking [10]
introduces an input-dependent attention mask, leading to dynamic
variations in computation patterns across different training batches.
This inherent dynamism in the training workloads demands a
highly flexible system capable of adapting to these diverse changes
while maintaining high efficiency.
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Practicality: Implementing and optimizing 4D parallelism across
16K GPUs poses significant practical challenges, especially in de-
bugging. Performance debugging (i.e., identifying the root cause
of performance slowdowns) is complex, as issues can propagate
across the entire distributed system. The first rank where a problem
is observed is often not the true source, complicating root-cause
analysis. Moreover, debugging numerical issues adds another layer
of complexity. For instance, determining whether a deviation in loss
curves stems from an implementation error or from the accumula-
tion of small precision differences across many parallel ranks using
low-precision floating-point arithmetic is particularly challenging.

This paper details the Llama 3 training framework, which intro-
duces new features that address efficiency, flexibility, and practical-
ity challenges at scale. Our contributions include:

o We optimize 4D parallelism for 16K GPUs, fitting the large model
into memory and overcoming batch size constraints. Moreover,
we co-design parallelism with model hyperparameters (number
of layers and layer types) to balance computation and memory
usage in PP. For the 405B Llama 3 model on 16K GPUs, we achieve
400 TFLOPs per GPU (8K sequence length) and 380 TFLOPs per
GPU (131K sequence length).

e We introduce a flexible PP schedule that supports variable global
batch sizes and heterogeneous layer sharding, demonstrated in
Llama 3 multimodal pre-training with balanced memory usage
and high throughput. We also propose a novel all-gather-based
CP solution that facilitates model innovations (e.g., document-
mask attention [10]), achieving performance comparable to state-
of-the-art baselines [21] and strong scalability (3.89x attention
latency reduction on four GPUs compared to one GPU).

e We share our methodology and lessons in debugging performance
and numerical issues at scale. Our top-down trace analysis identi-
fies the slowest rank across parallelism dimensions and pinpoints
the root cause. Our numerical debugging method isolates non-
parallel implementations to rule out software bugs and to identify
critical gradient buffers that require high-precision floating-point
accumulations.

The rest of this paper is organized as follows: Section 2 provides
background on parallelism and Llama 3 pre-training. Sections 3
and 4 detail our novel PP and CP solutions. Sections 5 and 6 describe
combined parallelism configurations and debugging methodology.
Section 7 presents system evaluation results, and Section 8 offers
hardware recommendations based on our experience with Llama 3
pre-training. Finally, we conclude in Section 9.

2 Background

This section outlines the parallelism strategies employed in Llama
3 pre-training, followed by an overview of the text and multimodal
pre-training phases.

2.1 4D Parallelism

Given the ever-increasing scale of large language models (LLMs),
distributed training is essential; accordingly, we utilize a 4D paral-
lelism approach.

Fully sharded data parallelism (FSDP): Conventional data paral-
lelism, i.e., distributed data parallelism (DDP) [17], replicates the full
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Figure 1: A two-layer LLM is sharded across 16 GPUs using
4D parallelism. FSDP and CP shard input data, with FSDP
sharding along the batch size dimension and CP sharding
along the sequence dimension. TP and PP shard model pa-
rameters, with TP sharding within the same layer and PP
sharding across layers.

model weights across workers (GPUs) and distributes data batches
among them. This necessitates global gradient synchronization at
the end of each training iteration. Llama 3 pre-training leverages
an in-house implementation based on Pytorch’s fully sharded data
parallelism (FSDP) [44] which extends data parallelism by sharding
model weights, gradients, and optimizer states across workers. For
simplicity, we use DP and FSDP interchangeably in the remainder
of this paper. Our FSDP implementation supports three sharding
strategies aligned with the Zero Redundancy Optimizer (ZeRO)
definitions from DeepSpeed [30] (ZeRO-1, ZeRO-2, and ZeRO-3),
allowing for optional sharding of model parameters, gradients, and
optimizer states.

Tensor parallelism (TP): TP partitions the linear modules of
the transformer layer across GPUs. Our implementation follows
the approach introduced in Megatron-LM [33], splitting GEMM
operators along either input or output dimensions. TP distributes
computation and memory costs across GPUs but introduces addi-
tional communication overheads. Sequence parallelism (SP) is often
used in conjunction with TP to further reduce activation memory
costs [14]. SP shards sequence-dependent operations across TP
ranks, typically involving all-gather and reduce-scatter communi-
cation around the TP-partitioned modules, which reduces memory
at the cost of increased communication.

Pipeline parallelism (PP): PP divides model layers into sequen-
tial stages and distributes these stages across different PP ranks.
Computation across micro-batches then proceeds in a pipelined
fashion. Figure 2 illustrates an example using the interleaved 1F1B
PP schedule [33]. In this configuration, each rank manages multi-
ple virtual stages composed of non-consecutive model layers (e.g.,
rank 0 handles layers 0 and 3). The example shows 6 micro-batches
processed in 2 rounds, where each virtual stage handles nc = 3
consecutive micro-batches per round (processing micro-batches 0-2
or 3-5). Activation memory usage on each PP rank depends on the
number of warm-up micro-batches. The interleaved 1F1B schedule
requires the total batch size to be a multiple of the number of PP
ranks.

Context parallelism (CP): CP shards the input sequence data

across GPUs. This applies directly to modules invariant to the
sequence dimension (e.g., feed-forward networks). However, the
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Figure 2: A 6-layer LLM is sharded across 3 PP ranks, which
executes 6 micro-batches using the 1F1B PP schedule [33].
Each rank hosts two virtual stages, with each virtual stage
containing a single model layer. The model layers are dis-
tributed in an interleaved manner, such that layer 0 and
layer 3 are on rank 0, layer 1 and layer 4 are on rank 1, and
so on. The 6 micro-batches are divided into two rounds, with
each virtual stage processes nc consecutive micro-batches per
round, where nc = 3 in this example.

attention mechanism requires the full sequence context, necessitat-
ing communication for reconstructing the sequence. While prior
work employed ring-style communication to pass key/value ten-
sors between adjacent ranks [21], overlapping communication and
computation, we propose a straightforward all-gather-based CP
approach. In our method, the communication latency (all-gather)
is fully exposed. We detail this simple yet flexible and efficient
approach in Section 4.

2.2 Llama 3 Pre-training Overview

Llama 3 pre-training [10] consists of three major phases: short con-
text pre-training, long context text pre-training, and multimodal
pre-training. Throughout the pre-training process, we incremen-
tally increased the number of GPUs, global batch sizes, and se-
quence lengths. For multimodal pre-training, we enhanced the text
model by introducing additional cross-attention layers and a train-
able image encoder. The cross-attention layers take the outputs
from the image encoder and the preceding transformer layer as
inputs, effectively capturing the interactions between images and
text. Notably, during pre-training, the original text model layers
(i.e., non-cross-attention layers) remain frozen, while only the cross-
attention layers and image encoder are trained.

To maximize training efficiency, we employ 3D parallelism (FSDP,
TP, and PP) for short context pre-training and 4D parallelism (FSDP,
TP, PP, and CP) for long context pre-training. For multimodal pre-
training, we adopt a hybrid sharding strategy, where the image
encoder is sharded using 2D parallelism (FSDP and TP) and the text
model is sharded using 3D parallelism.
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In the subsequent two sections, we present our novel PP and
CP designs, which achieve high efficiency and flexibility to accom-
modate diverse training workloads. For clarity, we summarize all
parameters and their explanations used throughout this paper in
Table 1.

Table 1: Parameters and definitions used in this paper.

Parameter Definition

ngpu Number of GPUs

seq Sequence length

gbs Global batch size

bs Batch size per data parallel group

mbs Micro-batch size in pipeline stage execution

dp/tp/cp/pp  GPU number in one data/tensor/context/pipeline parallel group

ndp Number of data parallel group

0 Number of virtual stages on one PP rank

ppr The index of PP ranks

nc Number of continuous micro-batches for a virtual stage
nmb Number of micro-batches for each virtual stage

tmb Sum of nmb for v virtual stages on one PP rank

3 Pipeline Parallelism

In this section, we present the design of PP and its application to
multimodal training.

3.1 Design Overview

Our PP design is based on the interleaved 1F1B schedule [25]. We
have made multiple optimizations and co-designed with the Llama
model during pre-training to enhance efficiency and flexibility. We
present the details of our optimizations as below.

3.1.1  Flexible PP schedule that supports arbitrary batch size. The
original interleaved 1F1B schedule implementation constrains the
batch size to be a multiple of the number of PP ranks [25]. During
Llama 3 training, the global batch size is adjusted across multiple
phases, necessitating a PP schedule that supports flexible batch size.
We implement a flexible PP schedule that removes this constraint
on the number of micro-batches.

In the 1F1B schedule, the number of warm-up micro-batches
from each pipeline stage is (v—1) Xnc+2X (pp —pprxv—1), where
v is the number of virtual stages on each PP rank, nc is the number
of consecutive micro-batches per stage, pp is the pipeline size, and
ppr is the pipeline rank index. The total number of micro-batches
on one PP rank, tmb, is the sum of micro-batches across all virtual
stages, nmb X v, where nmb is the number of micro-batches. The
original 1F1B schedule requires nc == pp and nmb%nc == 0. Note
that in PP, there are certain phases when GPUs are idle, waiting
for the new micro-batches or tokens from other PP ranks. We refer
to these idle times as PP bubbles. The PP bubble ratio, defined as
the PP idle time over the forward and backward compute time, is
computed as (pp — 1)/nmb/v [33]. To minimize the PP bubble, we
prefer a smaller pp, more micro-batches nmb and more PP virtual
stages v.
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Figure 3: (a) In 1F1B schedule, bubble is introduced by ex-
posed P2Ps (red arrows). (b) Running extra micro-batches
(purple) helps reduce the bubble from exposed P2Ps.
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batch. (b) All forward all backward (same behavior between
ZeRO-1/2. (c) 1F1B with ZeRO-2, reduce-scatter is launched
on the last consecutive micro-batch.

Our flexible PP schedule allows nc to be set to any number be-
tween 1 and nmb, and nmb can be any required number. When
nc exceeds pp, we insert nc — pp more micro-batches per virtual
stage into the warm-up phase. These extra micro-batches help to
overlap point-to-point communication, as shown in Figure 3. How-
ever, this comes at the cost of increased peak memory usage due to
(nc—pp) % (v—1) more in-flight warm-up micro-batches compared
to the original interleaved 1F1B schedule. When nc is less than pp,
the schedule degenerates into an all-forward-all-backward sched-
ule [11], where we execute the forward passes of all virtual stages
before initiating the backward passes, as illustrated in Figure 4.
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3.1.2  Balanced PP with model co-design. Uniformly sharding model
layers across PP ranks can lead to memory and computation imbal-
ance. This imbalance is caused by the varying number of warm-up
micro-batches on different PP ranks and the presence of special-
ized model structures, such as input embedding and output head,
which are only located on the first and last PP ranks. Consequently,
training may encounter out-of-memory (OOM) issues on the first
PP rank, while later ranks have substantial available memory, or
experience pipeline bubbles due to the heavy computational load
on the last PP rank. To mitigate these issues, we co-designed the
PP schedule with the model architecture. Specifically, we reduced
one layer from the first pipeline rank to decrease the peak mem-
ory across PP ranks, and similarly reduced one layer from the last
pipeline rank to balance the computational workload. As a result,
the Llama 3 405B model is configured with 126 layers (instead of
128 layers at the very beginning).

3.1.3 Co-optimization of PP and FSDP. We investigate the combi-
nation of FSDP with ZeRO-1/ZeRO-2 and PP. The 1F1B schedule
alternates between the execution of different virtual stages, neces-
sitating the gradient accumulation across executions of the same
virtual stage. FSDP ZeRO-2 with PP reshards gradients to save
memory, but at the cost of additional gradient reduce-scatters, as
illustrated in Figure 4. In contrast, FSDP ZeRO-1 with PP retains
unsharded gradients across virtual stages, trading off increased
memory usage for reduced communication overhead. For Llama
3 training, we adopt FSDP ZeRO-1 with the 1F1B schedule when
bs >= 2 X pp and ZeRO-2 with all-forward-all-backward when
bs < 2 X pp, to achieve better performance. Our experiments reveal
that, at larger scales, FSDP reduce-scatter can lead to traffic conges-
tion with other parallelisms, resulting in degraded point-to-point
(P2P) performance.

3.2 Case Study: Multimodal Training

In this section, we provide a detailed overview of Llama 3’s mul-
timodal training, highlighting how we adapt our PP schedule to
enable efficient and flexible training.

The Llama 3 multimodal model combines a pre-trained ViT
image encoder [42] and the pre-trained Llama 3 text model. To
integrate the two, we insert transformer layers that utilize cross-
attention (hereafter referred to as cross-attention layers) into every
few original transformer layers from the text model, which employ
self-attention (hereafter referred to as self-attention layers). The
cross-attention layers take inputs from both the image encoder
and self-attention layers. The model architecture is illustrated in
Figure 5. During pre-training, the self-attention layers are frozen,
while the image encoder and cross-attention layers are trained.
For further training details, please refer to the Llama 3 technical
report [24].

Due to the differences in model architecture mentioned above,
we encounter two key challenges when scaling multimodal pre-
training.

e Challenge 1: Sharding of image encoder. In addition to the
text model, we must also consider the sharding of the image
encoder, which has distinct compute and memory characteristics.
Furthermore, the sharding strategy must be general and flexible
to scale effectively across various image encoder configurations,
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Figure 5: Illustration of Llama 3 multimodal architecture.

as overfitting to a specific configuration can result in suboptimal
performance on others.

e Challenge 2: Workload imbalance of the text model. The
self-attention and cross-attention layers exhibit distinct compute
and memory characteristics: (1) the text sequence length is much
shorter (less than 200 tokens) compared to the pre-trained text
model (8K tokens), and (2) the majority of the model weights (self-
attention layers) is frozen. Consequently, directly reusing the PP
configuration from text pre-training, which assigns one trans-
former layer per virtual PP stage, results in a severe workload
imbalance across PP ranks.

In the following sections, we describe how we adapt our PP
designs to address these two challenges.

3.2.1 Sharding of image encoder. We evaluated three candidate
sharding choices before implementation, as depicted in Figure 6.

Option 1: Shard the whole (image + text) model with PP. We
place the image encoder on the first PP rank and run it together
with the first text model virtual stage on the first PP rank for each
micro-batch. Outputs from the image encoder are passed down
along with transformer layer outputs to all other PP ranks through
P2P communication.

Option 2: Separate the image and text model, and apply PP
only to the text model. We separate the image encoder from the
text model, run the image encoder as a pre-processing stage of the
text model on the first PP rank, and then broadcast image tokens
to all pipeline stages and split them into micro-batches to feed the
text model, which is trained with PP. After the text model pipeline
finishes, the gradients of the image tokens are all-reduced, and we
run the backward pass of the image encoder.
Option 3: Shard the image model across PP ranks. We shard
or duplicate the image encoder across all PP ranks. Each image
encoder replica takes a portion of the input (bs/pp). The outputs
are all-gathered across the PP stages and fed to the text model
pipeline.

Among the three options, Option 1 requires minimal code changes,
as we could reuse the PP design for the text model and only pack
more tokens (to include the image tokens) for P2P communication.
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However, this design worsens the workload balancing issues for
PP, as the first PP rank is assigned more compute, including the im-
age encoder. As the configurations of image encoder could change
during training, this design is inflexible and struggles to adapt to
these changes while maintaining high efficiency.

In contrasat, Option 2 and 3 decouple the image encoder from
the text model and offer more flexibility in configuration during
training. In our initial implementation, we adopted Option 2 for
ease of implementation. By placing the image encoder and reducing
the text model transformer layers on the first PP rank, we achieved a
good training throughput. However, later during the training stages,
the image resolution was significantly increased (from 448x448 to
672x672 pixels), and more transformer layers were added into the
image encoder. Combining these factors, the image encoder took
a much longer latency (up to 33% of the combined image and text
model training latency), leading to a significant drop in overall
training throughput.

To address this issue, we switched to Option 3, replicating the
image encoder on each PP rank, splitting the data batch into micro-
batches, and letting the encoder compute them in parallel. This
optimization reduced the encoder compute ratio from 33% to 8%
and recover the TFLOPs achieved before the model changes.

3.22  Workload imbalance of text model. There are two key differ-
ences between cross-attention and self-attention layers.

o Cross-attention takes both image and text sequences as the inputs,
whereas self-attention only takes the text sequence as input. The
image sequence is much longer than the text sequence during
pre-training (e.g., 1.2K tokens for 448x448 resolution and 3K
tokens for 672X672 resolution, compared to less than 200 tokens
for the text sequence). As a result, the compute FLOPs of cross-
attention layers in the forward pass are much larger than those
of self-attention layers, depending on the ratio of image and text
sequence lengths in the batch.

o Self-attention layers are frozen in the training. As a result, during
the backward pass, self-attention layers only compute input gra-
dients, whereas cross-attention layers compute both weight and
input gradients, further exacerbating the workload imbalance
between the two layers.

When partitioning the text model for PP, we explored two op-
tions for placing self-attention and cross-attention layers: (1) wrap-
ping n self-attention layers and one cross-attention layer in one
PP virtual stage, or (2) wrapping either n self-attention layers or
one cross-attention layers in one virtual stage. Option 1 achieves a
more balanced workload distribution across PP ranks but results
in fewer PP virtual stages and a larger PP bubble ratio. In compari-
son, Option 2 generates more PP virtual stages with a smaller PP
bubble ratio. However, achieving workload balance is challenging
due to the workload differences discussed above. In Llama 3 multi-
modal pre-training, we adopted Option 1 due to its simplicity. We
co-designed the multimodal model to determine the final ratio of
cross-attention layers to self attention layers (4:1), which achieved
a reasonable training throughput and helped meet the production
training deadline given the compute budget.
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4 Context Parallelism

To enable long context training for Llama 3, we introduce context
parallelism (CP) by splitting input tokens along the sequence length
dimension. Although decreasing the DP size dp to increase CP size
cp requires an increase of the batch size per DP group bs to maintain
the same global batch size gbs, the use of PP in 4D parallelism makes
the peak memory usage independent of bs. Consequently, when
CP splits along the sequence length, it reduces the peak memory
usage despite the increasing bs. For more information on how each
parallelism affects memory usage, please refer to Section 5.

Design: In Llama 3, we propose and develop an all-gather-based
CP attention to deliver an efficient and flexible solution. This is
achieved by all-gathering key(K) and value(V) tensors before at-
tention computation. Although existing work, such as RingAtten-
tion [21], has proposed solutions to overlap P2P communication of
blocks of tokens with computation, we adopt the all-gather-based
CP attention for two primary reasons:

First, the Llama 3 model architecture requires flexibility to sup-
port irregular attention masks, whereas existing work assumes the
usage of a full causal mask. Specifically, the attention mask in Llama
3 enforces tokens to attend only to other tokens from the same
document (i.e., document mask), and this document boundary de-
pends on the position of the end-of-sequence IDs (eos_ids) in input
tokens. Computing the mask on every tile of tokens is error-prone,
and irregular token communication makes it challenging to fully
utilize network bandwidth.

Second, the all-gather approach does not incur significant per-
formance overhead compared to ring-based approaches. Due to
multi-group attention (MGA) or group query attention (GQA), the
number of KV heads is smaller than the number of heads, resulting
in smaller K and V tensors compared to the Q tensor in attention.
Moreover, the communication latency is under a time complex-
ity of O(seq) with increasing of sequence length (denoted as seq),
while the time complexity of attention computation is O(seq?). This
makes the exposed all-gather communication latency a smaller por-
tion of CP attention as seq increases. With smaller sequence lengths
(e.g., seq = 8192 or seq = 16384), all-gather-based attention can
still achieve a comparable performance to RingAttention because
RingAttention requires merging partial attention results with scal-
ing and rescaling according to softmax log-sum-exp results [7, 8].
More concrete results on the performance comparison between
all-gather-based and ring-based CP attention can be found in Sec-
tion 7.2.

Implementation: In our CP attention implementation, we split
the input tokens evenly into 2 X c¢p chunks and assign each rank i
to process both the i-th and (2 X ¢p — i — 1)-th chunks of tokens.
This sharding strategy ensures a balanced computation workload
among CP ranks. For example, Figure 7(a) illustrates a split of input
tokens into 4 chunks for CP = 2, where the purple area represents
the computation workload among token chunks with the causal
mask (token i only attends token 0, 1, ..., i — 1). Figure 7 also shows
an example of a document mask in Llama 3, where tokens only
attend to other tokens from the same document. Although the
document mask reduces the computation workloads, we still adopt
the sharding strategy optimal for the full causal mask because the
elapsed time of a train step is often bounded by the slowest rank
of DP group and PP stages. In these cases, the slowest rank often
processes the full long sequence without an eos_id to split tokens.

The document mask poses a challenge to CP attention, as the
document boundary is irregular and input-dependent, and it does
not align with the static CP sharding of tokens. In our all-gather-
based implementation, we all-gather K and V tensors, making com-
putation on each Q token independent. For example, Chunk 1 in
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Figure 7(c) only needs Chunk 0 and Chunk 1’s K and V tensors
to compute output results. However, some tokens in Chunk 1 still
need to attend to tokens from Chunk 0 because there belong to
the same document across the CP sharding boundary. For instance,
considering the example in Figure 7 with 16 tokens and a docu-
ment length of [3, 3, 8, 2], the first two tokens in Chunk 1 need
to attend to all three tokens from the same document. To address
this challenge, we pad the Q sequence length with leading zeros
for attention computation outside this chunk of tokens. However,
we retain the K and V sequence length information, as we have a
full K and V tensors after all-gather. This approach enables us to
implement an efficient and accurate CP attention mechanism that
supports the document mask.

Integration: When integrating CP into the end-to-end training
system, we need to consider its impact on several components:

Data parallel (DP) group: Although CP splits input tokens along
the sequence length, the tokens processed by the same CP group
still share the same set of model parameters. Consequently, CP
can be seen as an extension of DP when communicating model
parameters, such as during all-gather operations of parameters and
reduce-scatter of parameter gradients.

CP ranks: Ranks within the same CP group select their local
tokens and compute their own attention masks using the entire
sequence. As detailed in our CP attention implementation, each CP
rank requires a complete sequence to accurately compute the KV
seqlen and adjust the pad Q seqlen. Local token selection follows
our sharding method, where rank i takes both i-th and (2xcp—i—1)-
th chunks of tokens. Additionally, positional encodings should be
selected appropriately [41].

Dataloaders: Dataloaders continue to provide different batches
of input training data to the original DP groups. The sequence
length split is not visible to the tokenizer because each CP rank
requires the full sequence information to compute the attention
mask accurately.

5 4D Parallelism for Llama 3

We provide an overview of parallelism configurations for training
Llama 3 at scale in Table 2. Training Llama 3 models on 16K GPUs
is a capability computing challenge, where the goal is to maximize
efficiency to reduce the total training time. At this scale, a fixed
batch size of 16M tokens per training step restricts the degree of
parallelism achievable across training samples. In this section, we
elaborate on our reasoning process for finalizing parallelism config-
urations (i.e., determining the size of each parallelism dimension)
to fully leverage 16K GPUs in the training of Llama 3 models with
a global data batch size of 16M tokens.

5.1 The Size of Parallelism Dimensions

We decouple the size of multiple parallelism dimensions into several
key steps: First, we determine the minimal TP size considering the
limited global batch size. Second, we explore the rational of using
3D parallelism instead of 2D parallelism in Llama 3. Finally, we
explain the advantages of incorporating CP in long context training,
and the configuration of our 4D parallelism. The definitions of the
symbols used in this section are provided in Table 1.
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Table 2: The size of each parallelism dimension for Llama 3
pre-training of 405B models with a global batch size of 16M
tokens on 16K GPUs (more details in the Table 4 of the Llama
3 technical report [10]).

Context Length  Global Batch Size ‘ TP CP PP DP
8,192 2,048 | 8 1 16 128

131,072 128 ‘ 8 16 16 8

TP size: For a global token budget of 16M and sequence length
seq 8K, the global batch size gbs is 2048. The per-GPU batch size
bs = gbs/ndp, where ndp is the number of data parallel groups, cal-
culated as ndp = ngpu/dp = ngpu/tp/pp/cp. Using 2D parallelism,
bs becomes gbs/ndp = 2K /(16K /tp/1/1) = tp/8. To ensure bs > 1,
we require tp > 8. With 3D parallelism, bs is tp X pp/8. For efficient
PP with minimal bubbles, we prefer bs > pp, thus tp > 8. Therefore,
when training with 16M tokens per step on 16K GPUs, tp > 8 is
necessary for both 2D and 3D. In our training cluster setting, each
node has 8 GPUs. Setting tp < 8 limits TP to use intra-node com-
munication (i.e., NVLink), offering much higher bandwidth than
inter-node communication. In summary, tp = 8 is optimal TP given
the batch size and hierarchical network bandwidth constraints.

2D or 3D parallelism: To fit the model into memory, we consider
either 2D parallelism (FSDP ZeRO-3 + TP) or 3D parallelism (FSDP
ZeRO-1/2 + TP + PP). With tp = 8 for both 2D and 3D, the efficiency
mainly depends on the FSDP and PP communication overheads. For
2D with bs = 1, the computation latency is not long enough to hide
FSDP communications, while 3D has cheaper and more stable P2P
communications; thus, we chose 3D parallelism. For example, each
model parameter contributes to 2 bytes of communication data in
FSDP ZeRO-3 (assuming BF16 data type) and 2 computation FLOPs
for every token in the forward pass. When training with 8K tokens
(bs = 1 and seq = 8192), the arithmetic intensity of computation
over communication is (2 X 8K)/2 FLOPs per communication byte,
which is much lower than the hardware ratio of peak computation
FLOPs over network bandwidth, i.e. 989 TFLOPs for BF16 on Nvidia
H100 GPU [26] over 50 GB/s RoCE network bandwidth (989K /50 =
19.78K) [24].

When configuring 3D parallelism, we chose pp = 16 to fit the
model into memory. We did not consider FSDP ZeRO-3 with PP for
three reasons: First, the model parallelism dimensions (pp = 16 and
tp = 8) are large enough to accommodate 405B models. Second,
FSDP ZeRO-3 has extra communication overheads on every PP
stage forward and backward. Third, FSDP communications have
performance interference when overlapped with PP. In particular,
inter-host P2P communications of PP are slowed down due to the
resource contention of network hardware bandwidth between PP
and FSDP communications.
4D parallelism for long context: For the long context phase of
Llama 3 pre-training, the global batch size is reduced from 2K to
128 as the sequence length is increased to 128K, while the number
of tokens per global batch remains the same. Without changing
the parallelism configuration, this immediately means bs drops to 1
which completely tanks performance due to unbearable bubble in
PP. Decreasing DP leads to larger TP or PP in exchange for a larger
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bs. However, neither trade-offs is favorable because increasing PP
at the same rate does not resolve the pipeline bubble issue, and
increasing TP beyond 8 introduces expensive inter-host TP com-
munications on the critical path. Given this, CP comes in as the
perfect solution by sharding the sequence dimension within each
training sample.

When we introduce CP to existing parallelism, we first need to
consider replacing which parallelism dimensions with CP. When
the global token budget remains 16M but the sequence length in-
creased to 131K, gbs becomes 128. With the batch size constraint
bs > 1, we cannot replace TP or PP with CP; thus we can only
replace DP with CP. With tp = 8 and pp = 16, as discussed pre-
viously, gbs/(ngpu/tp/pp/cp) > pp is strongly preferred for PP
efficiency, which means c¢p > 16. We use c¢p = 16 to minimize CP
communication overheads. Overall, CP allows us to easily scale to
the long context training phase while keeping the same bs and pp
configurations and additionally reduces activation memory usage
by sharding the sequence length dimension.

5.2 The Order of Parallelism Dimensions

To maximize the efficiency of our training cluster’s network band-
width, we order the parallelism levels carefully. Our training cluster
has a hierarchical network topology, ranging from high-bandwidth
NVLink for GPUs within the same host as the innermost layer to
lower-bandwidth cross-node networks as the outer layers. As a
guiding principle, we place the parallelism dimensions with higher
communication demands (i.e. higher communication data volume,
higher communication frequency, and/or communication latency
more difficult to hide) into the inner levels of parallelism:

TP communication: TP involves all-gathering and reduce-scattering
activation or gradient tensors on every linear module. These com-
munications are fully exposed to the critical path and occur four
times in every transformer layer, twice for the attention module
and twice for the feed-forward network (FFN) module.

CP communication: CP involves all-gathering KV tensors or
reduce-scattering the gradients of KV tensors on the inner-attention
module. The communication latency is fully exposed, and it occurs
once in each transformer layer. Although CP has a similar communi-
cation data volume to PP, it involves cp ranks in a collective commu-
nication, whereas PP involves P2P between two ranks. Therefore,
CP communication latency is longer due to the synchronization
among CP ranks.

PP communication: PP communicates on every virtual pipeline
stage. There is no synchronization between the two P2P ranks due
to decoupled asynchronous P2P send and receive. When pp = bs, all
P2P communications are fully exposed. Nevertheless, we prioritize
CP over PP due to the aforementioned reasons when analyzing CP
communication.

DP communication: DP with ZeRO-1/ZeRO-2 communicates
only once per training step, i.e. all-gathering model parameters and
reduce-scattering gradients. Although its communication volume
is comparable to PP, we can potentially hide its communication
latency with forward / backward computation (i.e. all-gathering
parameters overlapped with model forward and reduce-scattering
gradients overlapped with model backward). Thus, we place DP as
the outermost level in 4D parallelism.
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Figure 8: Identify slow ranks in process groups.

In summary, considering the communications along every paral-
lelism dimension, we have a parallelism order of [TP, CP, PP, DP]
from the innermost level to the outermost level.

6 Debugging Parallelism at Scale

When scaling up the training of Llama 3 using efficient multi-
dimensional parallelism, debugging performance, memory usage,
and numerical issues becomes a crucial task. We share our debug-
ging process and lessons learnt from this process to facilitate future
research and development.

6.1 Performance: Identifying the Slow Rank

In multi-dimensional parallelism, debugging performance issues
at scale can be challenging, particularly when trying to identify
the root cause of the problem. The interactions between various
parallelisms complicate the process of tracing a slow communica-
tion collective to its root cause. For example, Figure 8 illustrates
a configuration with 8 GPUs and (cp = 2, tp = 4), along with a
stacked performance trace of TP communication collectives for
4 GPUs within a TP group. The trace reveals that Rank 2 is the
slowest rank in this group, as its communication collectives are the
shortest, indicating that other ranks are waiting for Rank 2 to join.
However, it is unclear whether Rank 2 is the bottleneck of the entire
system, as its slowness could be caused by its CP communication
collectives, where its peer rank (Rank 6) in the CP group might be
the actual bottleneck.

To address this challenge, our performance trace analysis em-
ploys a top-down approach, starting from the outermost parallelism
level. As detailed in Section 5.2, our parallelism is ordered as [TP,
CP, PP, DP] from inner to outer levels. We begin by analyzing the
DP groups to identify the slowest one, and then iteratively repeat
this process for PP, CP, and TP groups to narrow down the range
of slow ranks. Once the slow rank is identified, we can examine the
detailed profiling trace of CPU, GPU compute, and GPU commu-
nication to investigate the root cause, whether it be a software or
hardware issue (e.g., a faulty GPU). This method is similar to failure
localization in distributed systems [39, 43], where the problematic
host is not necessarily the first one to crash and report errors. An
automatic tool for analyzing performance traces and identifying
the root cause of the slowest rank would be a valuable asset for
performance debugging in Llama training systems.

6.2 Numerical Issues in 4D Parallelism

The partitioning of training data and model parameters in 4D
parallelism inevitably alters numerical behaviors due to the non-
commutative and non-associative nature of floating-point additions.
The use of low-precision data types, such as BFloat16 (BF16) [13]
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further exacerbates the issue. Therefore, identifying and mitigating
numerical gaps is crucial to ensure training stability, and it is an
important design goal of the training system.

Distinguishing numerical issues from implementation bugs:
When developing 4D parallelism, it is essential to distinguish whether
the training loss behaviors are different as a result of numerical is-
sues (e.g., different accumulation orders) or an implementation bug.
The former can be mitigated by a higher precision accumulation
order in certain parallelism implementations, whereas the latter
needs further investigations to fix the root cause. As parallelism
splits computation into chunks and reduces partial results, it can-
not achieve bit-wise matching results as the sequential version. To
distinguish these two different reasons, we adopt an approach to
split the sequential version into the same accumulation order as the
parallel one and check for bit-wise exact matching. For example, we
maintain a 2D parallelism (DP and TP) design with micro-batching
to emulate the accumulation order of PP micro-batching, serving
as a reference baseline to confirm whether numerical gaps are due
to PP implementation bugs or accumulation order differences.

Accumulating gradients in FP32: With the aforementioned de-
bugging process to identify numerical issues, we use FP32 accumu-
lation for gradients and optimizer states to bridge numerical gaps,
while maintaining BF16 formats for model computation and com-
munication. Specifically, we use FP32 for DP group reduce-scatter
of gradients and for accumulating gradients of micro-batches in
PP backwards. This accumulation precision aligns with hardware
units, where GEMM kernels accumulate partial results in FP32 for
two BF16 input matrices. In the backward computation, accumula-
tion occurs along the batch size dimension, where DP splits it into
mini-batches and reduce-scatters gradients, and PP further splits
mini-batches further into micro-batches and accumulates gradients
during PP backwards. In multimodal training, we further cast image
tokens sharded by all the cross-attention layers to FP32 so that the
gradients are reduced across all cross-attention in FP32 precision
during the backward pass.

6.3 Memory Optimizations

When running 4D parallelism in large-scale systems, we find that
4D parallelism itself brings unique opportunities to improve mem-
ory efficiency other than splitting model parameters and input
training data. For example, PP stage only needs forward output
tensor metadata (i.e. tensor shape) to kick-off the backward pass but
conventional PyTorch autograd engine is conservative in releasing
memory with reference counting. To optimize memory usage in
Llama 3 training system, we first profile the memory cost by the
memory snapshot tool [1] to get a detailed memory allocation trace.
Then we either develop a customized autograd operator to save ten-
sor checkpoints during forward, or utilize existing autograd engine
but release underlying tensor data by resizing the tensor storage
manually. We note that these optimizations are helpful in our par-
allelism configurations to eliminate activation recomputation and
avoid increasing PP or TP to fit the training into the memory thus
helping with the training efficiency.
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Figure 9: (a) Training TFLOPs for all-forward-all-backward,
1F1B, and flexible PP. (b) Max allocated memory usage.

7 Evaluation

In this section, we evaluate PP and CP individually and also assess
the end-to-end performance of 3D and 4D parallelism.

7.1 Pipeline Parallelism

To validate our optimizations, we conduct small-scale experiments
using a scaled-down version of the Llama 3 405B model. Specifically,
we maintain the same model dimensions but reduce the number of
layers, and use a sequence length of 8192 for our experiments.

7.1.1  Training throughput and memory comparison between all-
forward-all-backward, 1F1B, and flexible PP. To compare between
different schedules, we use a shrunk model with 26 layers and
pp = 4, bs = 12. We reduce two layers from 28 to 26 for more
balanced computation, as described in Section 3. The all-forward-all-
backward schedule processes 12 micro-batches at once; while 1F1B
processes pp micro-batches in one round and 3 rounds per PP virtual
stage in total. Flexible PP, on the other hand, processes 6 micro-
batches in one round and 2 rounds in total. The results are presented
in Figure 9, which shows the memory usage and TFLOPs achieved
by each schedule. The 1F1B schedule has the lowest memory usage
due to its prioritization of the backward pass, but it achieves the
lowest TFLOPs due to exposed P2P communications. In contrast, the
all-forward-all-backward schedule achieves the highest TFLOPs by
processing more micro-batches to hide exposed P2Ps, but it results
in the highest memory usage. Flexible PP strikes a balance between
memory usage and training throughput.

7.1.2  Balanced and imbalanced pipeline parallelism. In Llama 3
training, we use a vocabulary size of 128K, which leads to a large
embedding module on the first PP rank and a large output module
on the last PP rank. This, in turn, causes computation and memory
imbalances across PP ranks. To mitigate this issue, we remove one
layer from the first and last PP stages, resulting in more balanced
memory allocation across PP ranks and improved training through-
put due to balanced computation. As is shown in Figure 10, this
optimization reduces the maximum allocated memory usage by
5GB and improves TFLOPs by 6.5%. Furthermore, with this opti-
mization, we can turn off activation recomputation [5] in Llama 3
training. For the scaled-down model, balanced PP yields a 17.5%
improvement in TFLOPs by avoiding recomputation.
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7.2 Context Parallelism

As CP only introduces extra inter-GPU communication in the at-
tention layers, we evaluate the efficiency of the attention layers to
demonstrate the effectiveness and scalability of our CP solution.
We begin by comparing the efficiency and scalability of our CP
solution with state-of-the-art attention kernels on GPU. Specifically,
we use Flash-Attention V2 [7] as our single-GPU baseline and mea-
sure the hardware FLOPs utilization (HFU) [6]. We then normalize
the HFU of CP attention over Flash-Attention on a single GPU.
Since CP introduces communication between GPUs, we expect the
relative HFU to be less than 100%, with higher values indicating
better efficiency of CP attention. We conduct experiments on H100
with HBM2e [26] to assess the scalability of CP attention in a lower
memory bandwidth setup. We anticipate better scalability of CP at-
tention in HBM3, as attention kernels are generally compute-bound,
while the extra element-wise and communication overheads are
typically memory or network bandwidth-bound. We evaluate both
cp = 2 and cp = 4 for different sequence lengths with full causal
masks and block causal masks (i.e., document mask), where the
average document length is 1K. Our results in Figure 11 show that
(1) the relative HFU for longer sequence lengths is higher (up to 95%
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Figure 13: Relative hardware FLOPs utilization (HFU) com-
parison between context parallel attention (CP Attn) and
TransformerEngine [27] attention (TE Attn).

relative HFUs for 128K sequence length), and (2) CP attention for
block causal masks has a lower relative HFU. The first observation
is consistent with our time complexity analysis in Section 4, which
indicates that the elapsed time of CP communication scales linearly,
while computation scales quadratically with respect to sequence
length. To further understand the second observation, we measure
the achieved network bandwidth of CP all-gather communication
and present the results in Figure 12. The achieved bandwidth of
all-gather is comparable between causal and block causal masks.
This suggests that the lower relative HFU of block causal mask is
due to workload imbalance, where our static sharding of tokens
across CP does not align with document mask boundaries, as shown
in Figure 7.

In addition to the scalability study of CP attention, we conduct ex-
periments comparing our CP solution with Transformer Engine [27]
(TE) in a branch prior to initiating Llama 3 pre-training. TE atten-
tion employs a computation-communication overlapped method
similar to RingAttention [21]. Specifically, it splits along the se-
quence length dimension into 2 X ¢p chunks, assigns chunks to CP
ranks to balance computation, iterates through chunks to compute
partial attention results overlapped with P2P communication be-
tween adjacent ranks, and finally merges partial attention output
results. In our forked branch of TE, prior to Llama 3 training, it does
not support variable sequence lengths; therefore we only evaluate
the full causal mask to compare with our CP attention solution. We
conduct experiments on production hardware for Llama 3 training
(i.e., H100 with HBM3), and Figure 13 presents the relative HFU
results. We observe from Figure 13 that TE has a slightly higher
relative HFU for cp = 2, but both our CP and TE attention achieve
relative HFU over 95% when the sequence length exceeds 64K. No-
tably, our CP attention consistently outperforms TE attention for
cp = 4, especially for sequence lengths of 4K and 8K, where we
observe up to 13.53% better relative HFU. The superior performance
of our CP attention can be attributed to the differences in the atten-
tion mechanism. Unlike our CP attention, TE’s ring-style attention
involves O(cp) computation kernels, each working on a chunk of
seq/(2Xcp) tokens to compute partial results. When cp is large and
sequence length is small, this ring-style attention in TE suffers from
both fragmented compute kernels with lower compute efficiency
and the compute overheads of merging attention partial results.

7.3 End-to-End Performance

Llama 3 405B is trained on up to 16K H100 GPUs, each operating at
700W TDP with 80GB HBM3, using Meta’s Grand Teton Al server
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platform [22]. The setup for 4D parallelism and input batch size for
Llama 3 pre-training with both 8K and 131K sequence lengths on
16K GPUs is detailed in Table 2. With the optimizations discussed
in this paper, we achieve 400 TFLOPs/GPU for 8K sequence length
and 380 TFLOPs/GPU for 131K sequence length. We further analyze
the end-to-end performance and key take-aways for PP and CP
below.

7.3.1  Text model with 3D parallelism. We overlap FSDP’s all-gather
and reduce-scatter with other computation and communications, ex-
posing only the first all-gather and last reduce-scatter. P2P commu-
nications are exposed during the warm-up forward and cool-down
backward phases. Except for the shorter first and last model chunks
due to having fewer transformer layers, forward and backward
passes on regular model chunks are balanced across micro-batches
and across PP stages, achieving a 5% bubble ratio when per data
parallel group bs = 2 X pp and 12% bubble ratio when bs = pp.
7.3.2  Long context text model with 4D parallelism. When train-
ing long context text model with 128K sequence length, we enable
cp = 16 so that each GPU rank still receives 8K sequence length,
similar to the base model with 3D parallelism. We conducted ex-
tensive profiling of long context jobs with 8K GPUs and found that
the exposed latency of CP communication (all-gather in forward
and reduce-scatter in backward) accounts for 7.64% of the total
elapsed time. However, an in-depth analysis reveals that, 65.75%
of CP exposed latency results from waiting for the slowest rank
in the CP group to join the collective. The root cause stems from
workload imbalances across all GPUs due to the document mask
used in Llama 3 training [10], and this workload imbalance issue
worsens with longer sequence length and larger cp. Figure 14 (a)
shows the total time of computation kernels across all GPUs, where
the slowest rank spends 1.44X more time on computation than the
fastest rank. Further analysis in Figure 14 (b) reveals that this gap in
total computation time is entirely due to the difference in attention
kernel time across GPUs, indicating that the imbalance caused by
the document mask contributes to the computation imbalance we
observed. Consequently, a large portion of the CP exposed commu-
nication latency is attributed to this imbalance. Note that all parallel
algorithms on CP that overlap CP communication and attention
computation must wait for the slowest CP rank to complete, leaving
an upper-bound of 2.62% end-to-end performance improvement
compared to our all-gather-based CP solution.
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8 Recommendations for Future Hardware

Hardware optimizations tailored for large-scale LLM training can
be different from the ones for general Al workloads. Based on our
experience with Llama training, we offer recommendations for
future hardware specifically for LLM training.

8.1 Node level recommendations

For LLMs that require high dimensions of parallelism, achieving
high throughput from a combination of accelerators and hosts is
crucial.

Optimize compute efficiency for a wide range of shapes: It is
not sufficient for a hardware accelerator to provide high compute
throughput only for very large shapes. Parallelisms will reduce the
dimension of GEMMs. For example, PP reduces batch size and CP
shards on sequence length. This can lead to lower arithmetic inten-
sity operations, so it is essential to ensure that sufficient memory
bandwidth is provided relative to compute throughput.

Higher HBM capacity can improve performance: Higher HBM
capacity can increase the feasible hyper-parameter space for multi-
dimensional parallelism, leading to higher overall performance.
For example, sharding less in the tensor dimension leads to higher
memory usage but also reduces TP communication overheads due to
better amortization of communication relative to compute. In Llama
3 small scale experiments on 2K GPUs, we observed approximately
10% end-to-end performance improvement by reducing TP size
from 8 to 4. Higher HBM capacity allows exploring all such options.
However, the actual benefits depend on the model parameters,
hardware platform, and the cluster size.

Ensure sufficient CPU performance: The gen-over-gen perfor-
mance improvement trend is significantly faster for accelerators
than CPUs. Large-scale LLM training for future accelerators can
become CPU-bound for multiple reasons. Scaling to large clusters
leads to smaller GEMM dimensions assigned to each accelerator, as
stated above. Furthermore, model engineers can incorporate com-
plex operations for exploration, leading to a sequence of lightweight
kernels with relatively high host CPU overheads. These can cause
CPU times spent preparing and launching kernels to become com-
parable to accelerator runtimes unless addressed through hardware
and software improvements.

Minimize performance variations and make DVFS determin-
istic: Parallelisms create synchronization among accelerators. If
there are performance variations across different accelerators, the
whole cluster performance will be determined by the slowest one.
Furthermore, if different accelerators slow down at different times
due to transient issues, the slowdown will accumulate due to fine-
grain synchronization across a large number of accelerators in-
volved in the cross product of TP, CP, and PP domains. Therefore,
it is essential to ensure that dynamic voltage frequency scaling
(DVFS) [34] policies are deterministic across accelerators to avoid
transient slowdowns at different times.

8.2 Training cluster level recommendations

To further scale up training, we also need to consider how to connect
nodes with efficient networks and make the best use of power for a
data center.
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Optimize network hierarchy: Scaling LLM training to 100K or
more accelerators requires an efficient network with multiple levels
of switches. Providing the same network bandwidth at each level
of hierarchy will not be the most cost- or power-efficient design.
Instead, a hierarchical network can be designed where the upper-
level switches have less or oversubscribed bandwidth. It is essential
to consider the requirements of different parallelism dimensions
while determining these network parameters. We recommend co-
designing the network parameters based on the anticipated work-
load requirements, taking into account model hyper-parameter as
well as all dimensions of parallelism.

Ensure robust network performance: A slow down between
two ranks (e.g., due to congestion or packet loss) can affect the
whole cluster performance due to fine-grain parallelism across a
large set of accelerators involved in TP, CP, PP and DP communi-
cation. We need to ensure that the entire network operates at a
consistent performance without transient slowdowns.

Prioritize power efficiency: It has been reported that future LLM
training clusters are trending toward 100K GPUs or potentially
more [32]. These large clusters are constrained by the total amount
of power available in a data center region rather than the number
of Al accelerators that can be procured. Therefore, an accelerator’s
effective performance per unit of power consumption (Perf/Watt)
is as important as, or even more important than, its absolute per-
formance.

9 Conclusion

This paper presents the details of the training system for Llama 3
text and multimodal pre-training. We adopt 4D parallelism in this
system to scale out across up to 16K GPUs and apply numerous op-
timizations to achieve high efficiency under batch size constraints.
Our system is designed to be highly flexible, supporting dynamic
workloads for different training phases and heterogeneous model
architectures. Additionally, we provide a methodology for debug-
ging performance and numerical issues at large scale. Drawing
from our experience with Llama 3 training, we offer suggestions for
future training node and cluster design. While efficient Llama train-
ing requires a holistic co-design of model architectures, learning
algorithms, and training infrastructure (e.g. fault tolerance) beyond
4D parallelism, we hope that the details and insights shared in this
paper will shed light on the directions of future model development
and software-hardware co-design.
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